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(57) ABSTRACT

The present invention relates to three dimension (3D) scene
representations and in particular to a method and a processor
for providing improved 3D scene representations. An objec-
tive of the embodiments of the present invention is to improve
the determination of consistency among a plurality of projec-
tions at a virtual view denoted vF. When determining the
consistency, entries of a distance matrix, indicative of dis-
tance differences of 3D components between different views
for a corresponding segment k when projected to the pre-
defined view (VF) for each segment k, are compared with
entries of a threshold matrix. The objective is achieved by
assigning each segment k of a 3D component to a cluster
based on individual rules for each cluster and one threshold
matrix and by determining one threshold matrix for each
cluster based on the segments of that cluster.
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METHOD AND PROCESSOR FOR 3D SCENE
REPRESENTATION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a 35 U.S.C. §371 national stage appli-
cation of PCT International Application No. PCT/SE2012/
050255, filed on 7 Mar. 2012, which itself claims priority to
U.S. provisional Patent Application No. 61/579,180, filed 22
Dec. 2011, the disclosure and content of both of which are
incorporated by reference herein in their entirety. The above-
referenced PCT International Application was published in
the English language as International Publication No. WO
2013/095248 A1l on 27 Jun. 2013.

TECHNICAL FIELD

The present invention relates to three dimension (3D)
scene representations and in particular to a method and a
processor for providing improved 3D scene representations.

BACKGROUND

The research in 3D has gained considerable momentum in
recent years, and there is a lot of interest from industry,
academy and consumer society. Several 3D movies are being
produced every year, providing compelling stereoscopic
effects to its audience. It is however already possible to enjoy
3D experience at home, and in the very near future, mobile
phones will be 3D-enabled.

The term 3D is usually connected to stereoscopic experi-
ence, where user’s eyes are provided with slightly different
images of a scene which are fused by the brain to create depth
impression. However, there is much more to 3D. For example,
free viewpoint television (FTV) is a TV system that allows
users to have a 3D visual experience while freely changing
their position in front of a 3D display. Unlike the typical
stereoscopic television, which enables a 3D experience to
users that are sitting at a fixed position in front of a screen,
FTV allows to observe the scene from many different angles,
as if we were there.

The FTV functionality is enabled by multiple components.
The 3D scene is captured by many cameras and from different
views or angles—the so-called multiview video. Different
camera arrangements are possible, depending on the applica-
tion. For example, it may be as simple as a parallel camera
arrangement on a 1D line, whereas in more complex sce-
narios it may include 2D camera arrays forming an arc struc-
ture.

Multiview video can be relatively efficiently encoded by
exploiting both temporal and spatial similarities that exist in
different views. The first version of multiview video coding
(MVC) was standardized in July 2008. (MVC is an extension
to H.264/AVC.) However, even with MVC, the transmission
cost remains prohibitively high. This is why only a subset of
the captured multiple views is actually being transmitted. To
compensate for the missing information, depth and disparity
maps can be used instead. A depth map is a simple greyscale
image, wherein each pixel of the map indicates the distance
between the corresponding pixel from a video object and the
capturing camera. Disparity, on the other hand, is the apparent
shift of a pixel which is a consequence of moving from one
viewpoint to another. Depth and disparity are mathematically
related. The main property of depth/disparity maps is that
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2

they contain large smooth surfaces of constant grey levels.
This makes them much easier to compress with current video
coding technology.

From the multiview video and depth/disparity information
it is possible to generate virtual views at an arbitrary viewing
position. This can be done by e.g. projection. A view synthe-
sized from texture and depth usually has some pixels unas-
signed which usually are called holes. This can happen due to
rounding errors, and in that case the holes can usually be
easily fixed by e.g. median filtering. Another reason is that
some pixels/regions in the virtual view may not be visible in
the existing view(s) and vice versa. These pixels/regions are
called either occluded or disoccluded regions respectively.
They can be used in addition to texture and depth, to improve
the quality of the synthesized view.

Hence, texture, depth maps, disparity maps and occlusions
referred herein as to 3D components, are used to enable the
FTV functionality. Alternatively, they can be used to build a
3D model of a scene etc. The main problem that arises in
practice is that these 3D components are rarely perfectly
consistent. For example, the colors in multiview textures can
be slightly unbalanced, which may create an annoying stereo
impression.

The problem gets even more evident for depth/disparity/
occlusion maps, which are usually estimated rather than mea-
sured, due to the cost of the measuring equipment. Thus, in
addition to inconsistency, these 3D components often suffer
from a poor or at least unacceptable quality. There is a wealth
of depth/disparity estimation algorithms in the literature, but
they still suffer from many problems such as noise, temporal
or spatial inconsistency and incapability to estimate depth/
disparity for uniform texture regions etc. Even the measured
depth maps can be noisy or may fail on dark objects in the
scene. This is the problem with infrared cameras for example,
where the dark regions absorb most of the light.

Itis clearthat inconsistent and poor quality 3D components
create many artifacts in rendered views of a 3D scene, leading
to unacceptable quality in 3D experience. For example, using
inconsistent depth maps in view synthesis creates ghost
images, which are especially visible at object boundaries.
This is called ghosting. On the other hand, depth map(s) may
be temporally unstable, which leads to flickering in the syn-
thesized view. These are only some of the examples which
make the stereo impression annoying.

In W02011/129735, a method for improving 3D represen-
tation was proposed. That was achieved by combining mul-
tiple available 3D components, captured at different views.

The available 3D components which are denoted s, , . . ., Sy,
N=3, are captured at positions v, . . ., V5 in a common (or
global) coordinate system, were projected to a virtual position
vF in a given common coordinate system, resulting in
Pi> - - - » Pa- This is depicted in FIG. 1 for N=4. The 3D
components are exemplified as texture (image/video), depth
(range) data, disparity map, occlusion data or any other form
which can describe a 3D scene. Projection can be done, for
example, with an image warping algorithm. Then the projec-
tions p,-p,-are segmented. The segments can be single pixels,
groups of pixels, regular square or rectangular blocks, irregu-
lar areas, foreground/background objects etc. The projected
components can also be transformed to another space, before
a distance function is applied to pairs of projected compo-
nents. For each segment k, a distance matrix Dk:[Dk]ij was
defined reflecting the similarity of the projected values of
each segment at the virtual position vF. L.e. segment k cap-
tured at view 1 is compared with segment k captured at view
j, which implies that segments from the captured views are
compared and inserted in the distance matrix Dk. The calcu-
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lated distances [Dk]ij may be compared to a set of given
threshold values, Tk:[Tij]k, wherekije {1,2,...,N}. Based
on the level of consistencies of the 3D components as well as
which and how many 3D components are consistent, a unique
3D representation at the virtual position can be determined
which will be used when representing the 3D scene. Instruc-
tions on how to calculate this unique representation, based on
e.g. the consistency are described in W02011/129735.

SUMMARY

In order to improve the method disclosed in WO2011/
129735, an object of the embodiments of the present inven-
tionis to determine a better 3D representation at a virtual (also
referred to as predefined) view denoted vF by improving the
determination of consistency among a plurality of projections
at the virtual view vF.

When determining the consistency, entries of a distance
matrix, indicative of distance differences between different
views for a corresponding segment k when projected to the
predefined view (vF) for each segment k, are compared with
entries of a threshold matrix. The object is achieved by
assigning each segment k of a 3D component to a cluster
based on individual rules for each cluster and a threshold
matrix is determined for each cluster based on the segments of
that cluster.

According to embodiments of the present invention the
individual rules are dependent on the number of off-diagonal
zero elements of the distance matrix. This implies that the
segments may be divided into clusters depending on the num-
ber of the distance matrix’ non-zero off-diagonal elements,
wherein one threshold matrix is determined for each cluster
based on the cluster’s segments. In this way, the determina-
tion of the consistency can be improved.

According to a first aspect of embodiments of the present
invention, a method in a processor for representing a 3D scene
is provided. In the method, a 3D component of the 3D scene
to be represented, captured at at least three different views, is
projected to a predefined view. A value is determined for each
of the projected 3D component captured at at least three
different views. Further, clusters are defined wherein each
cluster will be assigned a set of segments of a 3D component,
for each cluster an individual rule is defined for assigning
segments of a 3D component to the respective cluster, and
each segment of the 3D component is being assigned to a
cluster based on the individual rules. Consistency among the
projected 3D components captured at at least three different
views is detected by comparing entries of a distance matrix
with a threshold matrix. The distance matrix is indicative of
distance differences between the at least three different views
for the corresponding segment k when projected to the pre-
defined view for each segment k. Thus, the threshold matrix is
determined based on the segments of the cluster. Then con-
sistency values are determined for each cluster individually
and the determined values and the consistency value are used
when representing the 3D scene at the predefined view.

According to a second aspect of embodiments of the
present invention, a processor for representing a 3D scene is
provided. The processor comprises a projecting unit config-
ured to project to a predefined view a 3D component of the 3D
scene to be represented, captured at at least three different
views to determine a value for each of the projected 3D
component captured at at least three different views. Further,
the processor comprises a cluster managing unit configured to
define clusters, wherein each cluster will be assigned a set of
segments of a 3D component, to define for each cluster an
individual rule for assigning segments of a 3D component to
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the respective cluster, and to assign each segment of the 3D
component to a cluster based on the individual rules. The
processor also comprises a consistency detecting unit config-
ured to detect consistency among the projected 3D compo-
nents captured at at least three different views and the con-
sistency detecting unit is further configured to compare
entries of a distance matrix, indicative of distance differences
between the at least three different views for the correspond-
ing segment k when projected to the predefined view for each
segment k, with a threshold matrix, wherein the threshold
matrix is determined based on the segments of the cluster, and
to determine consistency values for each cluster individually.
Further, the processor is configured to use the determined
values and the consistency value when representing the 3D
scene at the predefined view.

According to a third aspect of embodiments of the present
invention, a 3D rendering device comprising a processor
according to the second aspect is provided.

An advantage with embodiments ofthe present invention is
that the clustering of the segments prior to consistency check-
ing makes it possible to determine the threshold values based
on local statistics of different segments within the corre-
sponding cluster. This turns out to be beneficial as different
segments can have very different statistical properties. This
subsequently leads to improved quality of 3D scene represen-
tations compared to cases when threshold values are calcu-
lated from an entire set of segments.

Another advantage with embodiments of the present inven-
tion is that the numbers of clusters and sub-clusters can be
flexibly modified to adapt to different segments of 3D com-
ponents as is the case with background texture, and fore-
ground depth of 3D scenes for example.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates projecting of multiple 3D scenes to a
virtual position according to embodiments of the present
invention.

FIG. 2 illustrates multiview alignment on the transmitter
and receiver side according to embodiments of the present
invention.

FIG. 3 shows that both s, . . ., s, and their motion com-
pensated realizations at previous time instances can be taken
as inputs for multiview alignment according to embodiments
of the present invention.

FIGS. 4a and 44 are flowcharts of the method according to
embodiments of the present invention.

FIG. 5 illustrates the clustering process according to
embodiments of the present invention.

FIG. 6 illustrates a consistency check according to embodi-
ments of the present invention.

FIGS. 7-9 illustrates sub-clustering of cluster B according
to embodiments of the present invention.

FIGS. 10-12 illustrates sub-clustering of cluster C accord-
ing to embodiments of the present invention.

FIGS. 13 and 14 exemplify schematically different imple-
mentations according to embodiments of the present inven-
tion.

FIGS. 15 and 16 illustrate schematically a post/pre-proces-
sor according to embodiments of the present invention.

DETAILED DESCRIPTION

The embodiments of the present invention will be
described more fully hereinafter with reference to the accom-
panying drawings, in which preferred embodiments of the
invention are shown. The embodiments may, however, be
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embodied in many different forms and should not be con-
strued as limited to the embodiments set forth herein; rather,
these embodiments are provided so that this disclosure will be
thorough and complete, and will fully convey the scope of the
invention to those skilled in the art. In the drawings, like
reference signs refer to like elements.

Moreover, those skilled in the art will appreciate that the
means and functions explained herein below may be imple-
mented using software functioning in conjunction with a
programmed microprocessor or general purpose computer,
and/or using an application specific integrated circuit (ASIC).
Itwill also be appreciated that while the current embodiments
are primarily described in the form of methods and devices,
the embodiments may also be embodied in a computer pro-
gram product as well as a system comprising a computer
processor and a memory coupled to the processor, wherein
the memory is encoded with one or more programs that may
perform the functions disclosed herein.

The embodiments of the present invention relate to multi-
view alignment for 3D representations, i.e. multiple existing
views comprising 3D components are used to synthesize the
3D components at a virtual view. For multiview alignment it
is assumed that a given number of 3D's,, . . ., s, are available
where N=z3, and a 3D component imply texture (image/
video), depth (range) data, disparity map, occlusion data or
any other form of description for a 3D scene. These existing
components, s,, . . . , S, are captured or estimated at various
viewpoints v,, . . ., v,in a common local or global coordinate
system. It should be noted here that the subscript indices
correspond to the distinct positions in this coordinate system.
The existing views s, . . . , s,  are then projected to a virtual
position vF in a given common coordinate system, resulting
in pl, ..., pN. This is depicted in FIG. 1 for N=4.

As illustrated in FIG. 2a, multiview alignment can be per-
formed before encoding, which results in that the aligned
components are more efficiently encoded. Hence multiple
representations are sent for encoding. As an alternative, a
single representation is sent for encoding as illustrated in FIG.
2b. Moreover, as illustrated in FIG. 2¢, multiview alignment
can also be performed after decoding, which helps to fix
possible coding artefacts.

Further, the 3D components s,, . . ., s, captured at views
Vi, ..., Vymayinclude not only the 3D components which are
all captured at the same time instance but they might as well
include motion compensated versions of the viewpoints in
previous time instance(s). In this way, the temporal depen-
dencies are taken into account, which subsequently leads to
reduced flickering artifacts etc. Alternatively, only the parts
with no motion can be considered i.e. usually the background,
which leads to more stable non-moving regions reconstruc-
tion. FIG. 3 illustrates this principle. The arrows in FIG. 3 are
motion vectors, which indicate the displacement of blocks
between the previous and the current time instance. The infor-
mation from the previous time instances can therefore pro-
vide additional information. This is very important for e.g.,
depth maps, where each frame is usually estimated indepen-
dently from previous frames.

The embodiments of the present invention uses informa-
tion from s,-s, captured at v, . . . , V5 to extract and/or
improve the information at an arbitrary position vy. If v
corresponds to one of the v,-v,,, then the quality of a particu-
lar representation using the remaining ones is improved. If
this is not the case, then a representation in the new position
vy is simply synthesized. For that information is extracted
from all the available inputs s, -s,, by filtering or fusing.

In the first step 401 as shown in the flowchart of FIG. 4, a
respective 3D component s, . . ., s, captured at a respective
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viewpoint vy, . . . , V, are projected to a position vF. This is
also illustrated in FIG. 1. That results in the projected repre-
sentations of the 3D components denoted by p, . . ., py- This
can be done, for example, with an image warping algorithm.
Then thep,, .. ., p, are segmented into individual segments
indexed by k. In the simplest case, a segment may contain a
single pixel, but groups of pixels, regular square or rectangu-
lar blocks, irregular areas such as superpixels, foreground/
background objects, etc are also envisaged. The segmentation
depends on the type of input, the complexity restrictions, the
need to preserve some local structure properties, etc.

Because the 3D components s, -s,, are not perfect, due to
noise, etc, the projection to v might give inconsistent values
for some projected segments, thus creating uncertainty about
their true values in these positions. Moreover, the projection
may leave some 3D points or regions as “holes”, since some
regions which are visible in some of the original inputs are
hidden (or equivalently occluded/concealed/covered) in
some others. The holes are usually located along the borders
of objects and, in general, the further away from vF the
original viewpoint is, the more holes in the virtual viewpoint
will be visible.

The next step is to determine 402 a value for each of the
projected 3D components. According to embodiments of the
present invention, clusters are defined 403 wherein each clus-
ter will be assigned a set of segments of a 3D component. For
each cluster, an individual rule for assigning segments of a3D
component to the respective cluster is defined 404. Then, each
segment of the 3D component is being assigned 405 to a
cluster based on the individual rules.

In accordance with embodiments of the present invention,
the consistency among the projected 3D components cap-
tured at at least three different views is detected by comparing
4064 entries of a distance matrix with a threshold matrix,
wherein the threshold matrix is determined based on the
segments of the cluster. The distance matrix is indicative of
distance differences between the at least three different views
for the corresponding segment k when projected to the pre-
defined view (vF) for each segment k. Hence one threshold
matrix is determined per cluster and the threshold matrix is
determined based on the segments assigned to that cluster.
Further, consistency values are determined 4065 for each
cluster individually.

Then the determined values and the consistency value are
used 407 when representing the 3D scene at the predefined
view.

Accordingly, the distance matrix is used to determine con-
sistency, i.e. to determine whether the different projected
views agree with each other. In doing that and for each seg-
ment k of K segments, which may be a single pixel or groups
ofpixels, regular square or rectangular blocks, irregular areas
such as superpixels, foreground/background objects, and in
each of the projected views the distance matrix is defined as
D={D,*}, where:

kg k ke
Dy*=F(b;b"),

where F denotes the distance function between the k-th seg-
ment inview iandj (b,andb;) respectively. If the k-th segment
corresponds to single pixels, b, and b; are represented as
scalars (pixel intensities; for example grayscale values, RGB,
etc), while in other cases they have a vector form (that is, if
block based segmentation is used then the k-th segment will
be converted into a vector before being used in the above
metric). Hence the determined value in step 402 may be b, and
b,. The distance function F should fulfill the propetties of a
metric e.g. non-negativity, identity of indiscernible, symme-
try and the triangular inequality. Therefore the distance func-
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tion F is symmetric. An example of a distance function F is the
Euclidean distance. The distance function F may also be a
function in a different domain like the frequency domain. For
example, let’s consider DCT (Discrete cosine transform),
DST (Discrete sine transform), wavelet or any other domain.
In that case the original values are transformed into the new
domain and then the function F is applied on the transformed
projected views.

It should be noted here that, since the distance function F is
symmetric, then the matrix D is symmetric as well, and there-
fore only its upper triangular part needs to be considered.

Clusters are then defined 403 according to the following
description, wherein each cluster will be assigned a set of
segments of a 3D component. For each cluster, an individual
rule for assigning segments of a 3D component to the respec-
tive cluster is defined 404. Then, each segment of the 3D
component is being assigned 405 to a cluster based on the
individual rules.

The values Dl.jk in D are compared with threshold values
Tl.jk to evaluate whether there is consistency between different
projected views. These values can either be constant or time
varying scalars or matrices. An example of a time varying
threshold is the case where motion information (temporal
domain) provides information that there are rapid scene
changes. In that case the human eye loses its ability to track
temporal inconsistencies. Therefore the threshold to be used
to check for consistency in scenes with rapid scene changes
can be different from a threshold to be used for a static scene.

According to the embodiments, the threshold matrix is
determined based on the segments of the cluster. Thus con-
sistency values are determined 4065 for each cluster individu-
ally.

When the threshold(s) is (are) applied, the projections p,
and p, are considered to be consistent in a specific segment k
i D, *<T ~

g y

It should be noted here that the holes created during pro-
jection are not considered in the consistency check. That
means that for each segment, only the inputs that are hole-free
are considered as inputs for the distance matrix calculation
and the subsequent steps.

The consistency check may give various outcomes. For
example, multiple segment combinations may be pair-wise
consistent, or some M-tuples are consistent with each other
whereas some other P- or Q-tuples are consistent, where
Mz=N, P=N and Q=N. Accordingly, FIG. 6 shows a consis-
tency check among multiple 3D scene components. In this
example, the projection p,, p, and p; are consistent, and the
projections p,,_, and p,, are separately consistent. If the pro-
jections p,, . . ., py are used for improving their own repre-
sentation (e.g., s;, . . . , Sy are textures which have to be
improved), then it is possible to correct all the projections
Pis - - - » P bY using the consistency value which is further
explained below. On the other hand, if p,, . . ., py are the
projected depth maps and if they are e.g., used to improve the
texture, the calculated consistent depth value and the corre-
sponding consistency information for the projected views
Pis - - - » P can help to improve, for example, the projected
texture information.

It should be noted that the determined value may be
replaced with the determined consistency value on at least
one of the three projected 3D components. The determined
value on all projected 3D components may not be replaced
under various conditions such as disocclusion areas, incon-
sistency between the depth values among maps, etc.

Furthermore, the consistency value can also be used to
update the 3D component of the original observation by back-
ward warping.
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A set of rules can be applied when determining the consis-
tency value. For example, a rule can be to simply use the
average or the median of the values on the majority of the
consistent projections as the consistency value. Or, if e.g. P
projections agree on one value, and Q=P on another one, it is
possible to decide on the value that Q projections provide, if
they have smaller distances to zero than to the threshold.
Alternatively, it is possible to choose the value which gives
the smallest distance, regardless of how many projected sig-
nals are consistent with respect to that value. There should
also be a rule for the case when the consistency check returns
an empty set. In that case it is possible, for example, to choose
the average of all the segment values, or it may even be left
unassigned and decided on in a subsequent step.

Once the rule has been applied to determine the consis-
tency value and to replace the determined value, a better
quality representation is obtained at the virtual viewpoint for
the pl, . . ., pN. If there still are unassigned values from
previous steps, values can be assigned by e.g., taking the
correlation with the spatial neighborhood into account. The
obtained representation may further be post-processed, in
order to e.g., reduce the noise. Now an improved 3D repre-
sentation pF is obtained.

As stated above, one of the 3D components can be exem-
plified by depth information. It should however be noted that
the scope of the embodiments also comprise disparity maps
as a 3D component. Another example of a 3D component is a
texture map if illumination conditions are uniform or known.
In this case the illumination conditions need to be compen-
sated for.

As mentioned above, threshold matrices are determined by
clustering the distances of the distance matrix and determin-
ing a threshold matrix for each cluster based on the distances
of each cluster according to embodiments of the present
invention.

How to cluster the distances of the distance matrix is fur-
ther described below.

Hence it is suggested how to find the threshold values used
for consistency checking between segments in projections
pl-pN. It should be noted that it is also possible to consider
actual pixel differences between the projected values, apart
from other ways of calculating D¥. In that case, D* is sym-
metric due to properties of the distance function F.

In the embodiments of the present invention, once the
distance values of D are calculated for all projected k seg-
ments, the segments are classified into a number of clusters.
Segment classification is based on the intrinsic statistical
properties of the corresponding difference matrix D*. Accord-
ing to embodiments, more precisely, the presence and number
of off-diagonal zero elements in D* can drive the clustering
process, as the presence of off-diagonal zero elements indi-
cates that values within segment k are consistent between
different projections. Moreover, the number of these ele-
ments indicates the reliability of measurement.

With reference to FIG. 5, the steps of the clustering process
ofthe embodiments is to define the clusters, define individual
rules for each cluster and classify or assign the segments into
the clusters according to the defined individual rules. The
clusters may be defined as a first cluster, referred to cluster A,
a second cluster referred to cluster B and to a third cluster,
referred to cluster C. The assignment of the segments to the
clusters can be performed according to the following rules:

A segment k falls in the cluster A if the corresponding
matrix DKk is a null or a zero matrix. Mathematically, that can
be expressed as:

[DF,=0.Vij
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For segments in the cluster A, corresponding projected 3D
component values from all available 3D components are con-
sistent and describe the same 3D object or object point in
global coordinates.

Furthermore, a segment k falls in the cluster B if the cor-
responding matrix D" has at least one, but not all, off-diagonal
element equal to zero. Mathematically,

34D, ~0 <
This guarantees that at least one consistent 3D component
segment pair exists in cluster B.
A segment k falls in the cluster C, if the corresponding
matrix D* has all non-zero off-diagonal elements. Mathemati-
cally,

[D*];=0,Vi,j,i<j

For segments in cluster C, the corresponding projected 3D
component values from all 3D components are inconsistent.
Thus the initial clustering separates the most reliable mea-
surements (cluster A) from partially reliable measurements
(cluster B) and non-reliable measurements (cluster C).

Clusters B and C may be subject to further sub-clustering
depending on their intrinsic statistical properties. These sub-
clusters are treated as the clusters. I.e. one threshold matrix is
determined per sub-cluster and the threshold matrix is deter-
mined based on the segments assigned to that sub-cluster. For
that purpose, a set of pre-defined individual rules for the
sub-clustering can be defined. These individual rules are also
referred to as sub-clustering criteria. The sub-clustering can
be done based on a sub-clustering criterion that considers also
the off-diagonal elements or the none-zero off diagonal ele-
ments.

An example of a sub-clustering criterion is the maximum
number of segments that belong to a cluster. Clusters having
more elements than a predefined value may be split to sub-
clusters due to complexity reasons.

Another example is sub-clustering based on the statistics of
elements within a matrix Dk. Hence the sub-clustering is
done based on sub-clustering criterion that consider also the
off-diagonal elements. One such criterion can be the number
of zero off-diagonal elements for segments in cluster B,
which is illustrated in FIG. 7. In this case, if the number of
zero oft-diagonal elements is lower than a predefined thresh-
old T1, the segment will be attributed to a sub-cluster of
“weakly-consistent” segments B1. Otherwise, it will belong
to a sub-cluster of “highly-consistent” segments B2. It is also
possible to split a cluster into multiple sub-clusters depending
on a predefined vector of thresholds on the number of zero
off-diagonal elements for each sub-cluster: [T1_1T1_2...
T1_M], where M is the number of sub-clusters as illustrated
in FIG. 8. Likewise, clusters can be sub-clustered in a hierar-
chical fashion, where at each stage a sub-cluster can be fur-
ther divided based on some criteria as illustrated in FIG. 9.

Further, the cluster C can be divided in an analog way.
Instead of a number of zero off-diagonal elements as for
cluster B, it is possible to consider the statistics of values in
D*, which implies that the sub-clustering is done based on
sub-clustering criterion that consider also the none-zero off-
diagonal elements. Alternatively, transformed values such as
normalized values of non-zero elements can be considered.

With reference to FIG. 10, the cluster C can be split into
two sub-clusters, C1 and C2 in the following way: a segment
k in the cluster C is assigned to cluster C1, if all the compo-
nents among the corresponding transformed distances, e.g.
normalized distance values are smaller than a threshold Tc1;
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otherwise the segment k is assigned to cluster C2. Tc1 can be
a pre-defined value, or can be calculated based on the statis-
tics of values in Dk.

In a similar way, it is possible to define a vector of thresh-
olds [Tcl Tc2 . . . TecM], and split cluster C into M sub-
clusters as illustrated in FIG. 11. Likewise, hierarchical sub-
clustering is envisaged, similar to sub-clustering of B. This is
depicted in the flowchart of FIG. 12.

Thus the embodiments of the present invention improve the
consistency decision that assigns depth pixels to groups based
on their intrinsic properties or properties of neighboring seg-
ments of the 3D component.

The cluster and sub-cluster specific threshold values can
either be constant or time varying scalars or vectors. In the
case of scalars, the threshold can be obtained as the weighted
mean, median, weighted variance, or weighted sum of the
mean and variance calculated for all the possible difference
over all the segments in the cluster. An example of a time
varying threshold is the case where motion information (tem-
poral domain) tells us that there is a rapid scene change in a
specific cluster. In that case the human eye loses its ability to
track temporal inconsistencies. Therefore the threshold to be
used to check for consistency can be different than a threshold
for a static scene.

The method of the embodiments described above can be
applied at the transmitter side. If the consistency checking
and thresholding are done at the transmitter side, prior to
encoding, a pre-processor can collect and process all the data
according to the embodiments of the invention. The method is
then implemented in a preprocessing step as illustrated in
FIG. 13. In this way the multiple 3D scene representations are
aligned before encoding, which typically results in increased
coding efficiency. Accordingly, the method according to the
embodiments of the present invention may be implemented in
a pre-processor in a transmitter as illustrated in FIG. 13.
Multiview texture, depth maps, occlusions etc. are further
inputs to a 3D encoder in FIG. 13.

The method according to the embodiments can also, or
instead, be applied at the receiver side as well after the decod-
ing step in order to align decoded components and fix possible
coding artifacts. Hence, the method according to the embodi-
ments of the present invention may be implemented in a
post-processor in a receiver 1400 as illustrated in FIG. 14. In
that case, the receiver can be a 3D rendering device 1510,
which may come as a separate box in case we have 3D-en-
abled TVs which are basically 2D TVs which is connectable
to a “3D box™ to enable a 3D functionality—like with shutter
glasses, or it may be integrated in the 3D TV receiver (a “real”
3DTV).

Turning now to FIG. 15, showing a processor according to
embodiments of the present invention. The processor is
exemplified by the post-processor and pre-processors as illus-
trated in FIGS. 13 and 14.

The post/pre-processor may comprise of one or more pro-
cessing units.

As illustrated in FIG. 15 a processor 1501 for representing
a 3D scene is provided. The processor 1501 comprises a
projecting unit 1502 configured to project to a predefined
view vF a 3D component of the 3D scene to be represented,
captured at at least three different views v1, v2, v3 to deter-
mine a value for each of the projected 3D component captured
at at least three different views v1,v2,v3. A cluster managing
unit 1503 is configured to define clusters, wherein each clus-
ter will be assigned a set of segments of a 3D component, to
define for each cluster an individual rule for assigning seg-
ments of a 3D component to the respective cluster, and to
assign each segment of the 3D component to a cluster based
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on the individual rules. Further the processor 1501 comprises
a consistency detecting unit 1504 configured to detect con-
sistency among the projected 3D components captured at at
least three different views. The consistency detecting unit
1504 is further configured to compare entries of a distance
matrix, indicative of distance differences between the at least
three different views for the corresponding segment k when
projected to the predefined view vF for each segment k, with
a threshold matrix, wherein the threshold matrix is deter-
mined based on the segments of the cluster, and to determine
consistency values for each cluster individually. The proces-
sor 1501 is configured to use the determined values and the
consistency value when representing the 3D scene at the
predefined view.

According to embodiments of the present invention, the
cluster managing unit 1503 is configured to define the indi-
vidual rule for assigning segments of a 3D component to the
respective cluster which is dependent on the number of off-
diagonal zero elements of the distance matrix.

In one embodiment, the cluster managing unit 1503 is
configured to assign segments k having a corresponding dis-
tance matrix comprising off-diagonal elements which all are
zero to a first cluster, also referred to cluster A.

The cluster managing unit 1503 may also be configured to
assign segments k having a corresponding distance matrix
comprising off-diagonal elements which are a mixture of zero
and non-zero to a second cluster, also referred to cluster B.

In addition, the cluster managing unit 1503 may also be
configured to assign segments k having a corresponding dis-
tance matrix comprising off-diagonal elements which all are
non-zero to a third cluster, also referred to cluster C.

According to a further embodiment, the cluster managing
unit 1503 is configured to assign the segments assigned to the
second cluster to further sub-clusters based on sub-clustering
criterion that consider also the off-diagonal elements.

According to another embodiment, the cluster managing
unit 1503 is configured to assign the segments assigned to the
third cluster to further sub-clusters based on sub-clustering
criterion that consider also the non-zero off-diagonal ele-
ments.

Moreover, the post/pre-processor of the receiver and trans-
mitter may be realized by computer software 1602. The func-
tionalities within the post/pre-processor can be implemented
by a processor 1501 connected to a memory 1603 storing
software code portions 1602 as illustrated in FIG. 16. The
processor runs the software code portions to achieve the func-
tionalities as illustrated in FIG. 15 for improving the 3D scene
representation according to embodiments of the present
invention of the post/pre-processor.

Modifications and other embodiments of the disclosed
invention will come to mind to one skilled in the art having the
benefit of the teachings presented in the foregoing descrip-
tions and the associated drawings. Therefore, itis to be under-
stood that the embodiments of the invention are not to be
limited to the specific embodiments disclosed and that modi-
fications and other embodiments are intended to be included
within the scope of this disclosure. Although specific terms
may be employed herein, they are used in a generic and
descriptive sense only and not for purposes of limitation.

The invention claimed is:

1. A method in a processor for representing a 3D scene,
comprising:

projecting to a predefined view a 3D component of the 3D

scene to be represented, captured at least three different
views,

determining a value for each of the projected 3D compo-

nent captured at least three different views,

10

15

20

25

30

35

40

45

50

55

60

65

12

defining clusters, wherein each cluster will be assigned a
set of segments of a 3D component,
defining for each cluster an individual rule for assigning
segments of a 3D component to the respective cluster,
assigning each segment of the 3D component to a cluster
based on the individual rules,
detecting consistency among the projected 3D components
captured at least three different views by:
comparing entries of a distance matrix, indicative of
distance differences between the at least three differ-
ent views for the corresponding segment k when pro-
jected to the predefined view for each segment k, with
a threshold matrix, wherein the threshold matrix is
determined based on the segments of the cluster, and

determining consistency values for each cluster indi-
vidually,

using the determined values and the consistency value
when representing the 3D scene at the predefined view.

2. The method according to claim 1, wherein the individual
rule for assigning segments of a 3D component to the respec-
tive cluster is dependent on the number of off-diagonal zero
elements of the distance matrix.

3. The method according to claim 2, wherein segments k
having a corresponding distance matrix comprising off-di-
agonal elements which all are zero are assigned to a first
cluster.

4. The method according to claim 2, wherein segments k
having a corresponding distance matrix comprising off-di-
agonal elements which are a mixture of zero and non-zero are
assigned to a second cluster.

5. The method according to claim 2, wherein segments k
having a corresponding distance matrix comprising off-di-
agonal elements which all are non-zero are assigned to a third
cluster.

6. The method according to claim 4, wherein the segments
assigned to the second cluster are assigned to further sub-
clusters based on a sub-clustering criterion that consider also
the off-diagonal elements.

7. The method according to claim 5, wherein the segments
assigned to the third cluster are assigned to further sub-clus-
ters based sub-clustering criterion that consider also the non-
zero off-diagonal elements.

8. The method according to claim 1, wherein the 3D com-
ponent is related to any of texture, maps, disparity, depth and
occlusion information.

9. The method according to claim 1, wherein the consis-
tency value of the projected views is an average value of the
determined values associated with each projected view
regarding the 3D component.

10. A processor for representing a 3D scene, comprising:

a projecting unit configured to project to a predefined view
a 3D component of the 3D scene to be represented,
captured at least three different views to determine a
value for each of the projected 3D component captured
at least three different views,

a cluster managing unit configured to define clusters,
wherein each cluster will be assigned a set of segments
of a 3D component, to define for each cluster an indi-
vidual rule for assigning segments of a 3D component to
the respective cluster, and to assign each segment of the
3D component to a cluster based on the individual rules,

a consistency detecting unit configured to detect consis-
tency among the projected 3D components captured at
least three different views, the consistency detecting unit
is further configured to compare entries of a distance
matrix, indicative of distance differences between the at
least three different views for the corresponding seg-
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ment k when projected to the predefined view for each
segment k, with a threshold matrix, wherein the thresh-
old matrix is determined based on the segments of the
cluster, and to determine consistency values for each
cluster individually, wherein the processor is configured
to use the determined values and the consistency value
when representing the 3D scene at the predefined view.

11. The processor according to claim 10, wherein the clus-
ter managing unit is configured to define the individual rule
for assigning segments of a 3D component to the respective
cluster which is dependent on the number of off-diagonal zero
elements of the distance matrix.

12. The processor according to claim 11, wherein the clus-
ter managing unit is configured to assign segments k having a
corresponding distance matrix comprising oft-diagonal ele-
ments which all are zero to a first cluster.

13. The processor according to claim 11, wherein the clus-
ter managing unit is configured to assign segments k having a
corresponding distance matrix comprising oft-diagonal ele-
ments which are a mixture of zero and non-zero to a second
cluster.

14. The processor according to claim 11, wherein the clus-
ter managing unit is configured to assign segments k having a
corresponding distance matrix comprising oft-diagonal ele-
ments which all are non-zero to a third cluster.
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15. The processor according to claim 13, wherein the clus-
ter managing unit is configured to assign the segments
assigned to the second cluster to further sub-clusters based on
sub-clustering criterion that consider also the off-diagonal
elements.

16. The processor according to claim 14, wherein the clus-
ter managing unit is configured to assign the segments
assigned to the third cluster to further sub-clusters based on
sub-clustering criterion that consider also the non-zero off-
diagonal elements.

17. The processor according to claim 10, wherein the 3D
component is related to any of texture, maps, disparity, depth
and occlusion information.

18. The processor according to claim 10, wherein the con-
sistency value of the projected views is an average value of the
determined values associated with each projected view
regarding the 3D component.

19. A 3D rendering device comprising a processor accord-
ing to claim 10.

20. The 3D rendering device according to claim 19,
wherein the 3D rendering device is a 3D TV receiver.

21. The 3D rendering device according to claim 19,
wherein the 3D rendering device is a 3D enabling box con-
nectable to a TV receiver.
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